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Context

Off-line Data |— | Model —» Recommendation
1 ¢
User —» Feedback
f |

Every two days, one week,*-

1. Interactive Nature ! e — |
Model |— | Recommendation |

i i :

2. Long-term Utilities User — Feedback | ™
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State (S)

Reward (R) l Reward (User’s feedback for the item)
| v | v
Environment Agent| —> | User Q@ Recommender System
A | 3 |
Action (A) Action (Recommending an item)
Recommender -> Agent
User -> Environment How to consider the characters of
Recommend an item -> Action the user preference? E.g., Diversity,

User’s historical behaviour -> State Dynamic, -

User’s rating on the item -> Reward
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Modelling User Diverse Preference

Diverse user preference
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Aspect Aspect

Different aspect preferences are not always aligned!
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Definition 1. Pareto dominance. Suppose we have two param-
eters 64 and Og, we say 64 can dominant 6 (denoted by 84 > 0p),
if and only if £;(04) < Li(0p), Vi € {1,2,..M} and L;(04) <
Li(0g), i€ {1,2,...M}.

Definition 2. Pareto efficiency. For a parameter 6%, if there is

no other é, such that § > 6%, then we say 0™ is a Pareto efficient
solution.
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Critic learning:

N
argmmZ(yx,m - Qﬂl(sfaafl¢ri1))23 m = 1) 2) M
¢m i=1

Actor learning:

M N
[0) == > W ZQm(SiaF(3i|6))

m=1 i=1

N ~~
L(®) = ) yiloga(qlu(sil0)) + (1-yi)log(1 — o(qlp(sil0)))  —>  L(6) = Q((0, 1), u(sil6))
i=1

M N Theorem 1. Ifw is determined by solving the quadratic program-
min| | Z wmVg Z Om((si, p(sil@)) IIS ming (QP) problem of (5), then either one of the following holds:
Y w1 i=1 i) The solution to the optimization problem is 0, then the local Pareto
s.t. e;{w > b, ¥V k € [1,K] efficient so{:;tion is achieﬁd. _ |
T i)d = Y _1wmVe X;L, Om(si, u(si|0)) is a gradient direction
1"w=1, w,, >0, Yme[1,M]

which does not decrease any Q function.
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Algorithm 1: Pareto Deterministic Policy Gradient

1 Initialize Actor parameter 8 and Target Actor parameter
0"« 0.

2 Initialize Critic parameter ¢, and Target Critic parameter
P — Om,¥Ym € [1, M].

3 Initialize Pareto weights w = { 3f5, 7f:5s - 7757 ) and replay

buffer B.
4 for episode numberin [1, K] do M+1 1
5 i) Trajectory Generation
. C)}et stirt sta::: 51 G =|EB; [ Z Wm(Bi)(E Z fm(sbie) - Es[fm(si 9)])”
7 for step t in [1, T] do m=1 b €B,;
8 Select an action according to a; = u(s¢|8) + N, N; is
an exploration noise.
9 Execute a; to obtain the new state s;4+1 and the reward
vector ry = {re,1,r,2, ... 'e, M }-
10 Push {s¢, a¢, r¢, s¢+1) into the replay buffer B
1 end
2 | ii) Update Critic Theorem 2. Suppose i) Va0m(s,a) and Vgp(s|@) are bounded by
1 | Sample Z instances {s;, ai, ri, si+1} from B Xm and Y, that is, ||VaQm(s,a)ll2 < Xm and ||Vepu(s|0)||2 < Y. ii)

u | for criticm in [1, M] do The batched gradient of the action-value function for each objective

15 foriin[l, Z] do . . .

o || T Computen: = rim 1OmGi b0y, 5 wnbiased: that s By, [3 B, cp, fin(55:0)] = Eslfn(s:O)). i)

1 end fm(sp:0) follows a normal distribution N (B[ fin (s; 0)], 0°I), where
—bm—ayVy, (7 2E, (i — Qm(sir ailpm))?}.

1: end¢m #m = @ Von (2 2icy i = Omsioaildm))'} I € R¥4 s an identity matrix and o is a scalar. Then we have:

20 iii) Update Pareto Weight M+1 1

s | foriin[1,Z]do G< ) Eg, [wm(B,-)(lz > fmlsp;0) — Es[fim(s:0)1)] (19)

22 frr min [1,;4} do{ ) Vo610 m=1 sp €B;

23 Pi,m = VaQm(s, @)ls=s;, a=pg(s;) Vo1 (510)ls=s;

24 end ’ SX_m*Y‘VIE (15)

2 Pi = VaQ(5,9)ls=(0,y,), a=pg (s:) VoH($10)ls=s, - vz

26 end

h * = i . ;9 -E ;9 B
27 Update w = {wj, w2, ..., wpg, w} by Solving (5). wherem arg maxy, | Z EsbeB‘ fm(sb ) s[fm(s )]l

28 iv) Update Actor

29 d= % Z‘;‘il Zfﬁ:l WmpPim + ﬁ'ﬁi.

30 0 — 0+ agd.

31 0 —10+(1-1)8".

32 P — TPm+(1—1)9), VYme[1,M]
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Xu Chen

Weight-reuse mechanism. In this method, we introduce a con-
tainer W € RLXM+1) for storing previously derived Pareto weights.
For each training batch B;, w € RM*1 is not always computed by
solving problem (5). We firstly check the weights in the container:

(1) If there is a candidate w* € W, such that its corresponding

ZMH Vo (% s, e€B; Om (sb,p(sbIO))) can increase all

the Q functions, that is, (d*)! Vg (% Dis;, €B; Qm(sb,p(sble))) >
0,Vm € [1, M + 1], then we set w = w*>. Since the weights in W is
not derived from B;j, the bias G becomes 0 at this moment.

(2) If there is no such weight in W, we solve problem (5) to derive
w, which is then pushed into the container for future “reuse”. In
this scenario, G is not 0, which is bounded by equation (15).
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Modelling User Dynamic Preference

Dynamic user preference

Interaction ., 0 1 2 3 4 & Inhomogeneous tilufl f ‘I Lokt
index ! —r—r—— time intervals © " ———
i i
. . ;
Agent
Agent o
S, t
1 —e-
I
AAAAAAA a. —_— i a
! Time-Predictor
it 0
| R
7 D Environment
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Inhomogeneous DQN
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Trajectory T = {s0, o, 0, $1, @1, t1, ..., ST» AT, 1T}

T
Objective J=Erpy 4 (7) [Z v k(to — t;)r(si,ai, ti))]
i=0
Bellman (TQ)(si,ai, ti)
Operator =r(si, aj, t;) + Z P (si+1lsi, ai){By,,,~ 7 (.|0y) [y e(ti = tisv1)
si+1€S
_max Q(Si+15@i+1,ti+1)]}

Theorem 1 (T is a contractive operator.). Let Q1 and Q2 be two
value functions. Then, the Lipschitz condition ||TQ1 — TQ2|lcc <
al|Q1 — Q2| holds, where a € [0,1) is a constant.
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Q(0i, ailpg. py) = fo(f5 " (-.(fo (Yows, pi)...)

A (tiv1lpr, @y) = Ati+110i; p. Py)

T
= exp (w, Yvw2+}vt(tf+1—tf_1+ b )
\'———v——/ e
A B ¢

Q=X"Wo,K =X"Wg,v =xTwy,
KT
X; = SOFTMAX(Z2Xyy.
Vdg

Y; = WS ReLUWI XT + bF) + bE,

Xj = [ej;'rj] +v;
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L($0. Py, 1) = E0,. a5 ri.500. 1) [(¥i — Q(04,a:))] m

- f P(OI) E(a;:,ri,siﬂ,tiﬂ |Oi)[(yf - Q(Ois ai))z] dO;
0; ~——~ - >
B

i
logp(tj10j-1) = ) > log f*(¢j10j-1)

0; J=1

M..

A Lp($2, $v) =Z
O;

i J

]
=i

i fj
Z Z{lﬂgﬂ*(fjlwyﬁ"y) = A (t|gy, Py)dr)
0; Jj=1 i1
B Lo($o.#y) = D (vi — Q(Oi, ailpg, $v))*
D
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Theorem 2 (Finite-time bound for IDQN). Suppose we haveK train-
ing iterations in the optimization process, and for the kth iteration,
the Q-network is updated from Qy_, to Qy as follows:

N
— . . . .\12
O = arg min ;[yI £(O1, ai)] ”

yi =ri +yk(ti —tiy1) max Qx_1(0i+1,ait1)

Aj+1
where we have N training samples, and (O, a;) in each instance is
drawn from a distribution o.

Suppose (i) k(m; 1, o) is the concentration coefficient as defined
in [37], where u is the distribution on (Oj, a;) after m MDP steps,
and k(m; p, ¢) measures the similarity between p and o. (i) I¥ is
the minimum time interval spanning k steps in all trajectories, that
is, 1k = mini,,,(t:;k —t7), where t] is the agent-environment in-
teraction time for the ith step in trajectory t (iii) ep.1 = TQ —
Qi1 and s = max; ||ej||s. We assume (i) the immediate reward is
bounded by Rmax., (i) Ym»1[y™ 'mk(m; p, 6)1% < ¢, &, and (ii)
55 k(-IF)? < .

Let g be the one-step greedy policy of Qg, and Q™K be the action-
value function corresponding to ng. Q* (0, a) = sup, Q" (O, a) is the
optimal Q-function. Then, the upper bound of the error between Q*
and Q7K is:
4}’K+1Rmax

Faoye W

B =

Q" - QnKh,,u < 2}’3(¢p,a¢x)
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Outlook

What if the logged user preference is biased?
Counterfactual trajectory generation
Debiased user preference learning

How to build high reliable simulator?

Not limited to RL-based Recsys
Potential to promote the Recsys research
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