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e Recommender systems (RS) aim to provide interesting items to users according to previous interactions
e Atypical training method of RS is supervised learning (SL)
e There are some practical needs which SL may be ineffective to model

o long-term user engagement

o  promoting purchases

o longer dwell time, etc.



Background and Motivation

The RL agent is trained to take actions
given the state of the environment with
the objective of getting the maximum
long-term rewards.
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Background and Motivation

The RL agent is trained to take actions
given the state of the environment with
the objective of getting the maximum
long-term rewards.
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Advantage of RL:

e Flexible reward setting
e Long-term optimization

Actions

ety
—




Background and Motivation

current ﬁuser state

I
[State & Reward]

L Q_J
recommendation

objective (e.g., purc
diversity) Envirgng)gnt

—> users

Actions Using RL for recommendation is a

promising direction
recommended items



Outline

e Background and Motivation

e Research Challenges
o  RLOverview



RL Overview

RL is a more human-like learning approach
o  Learning through ‘making errors’
On-policy(online) RL one of the most widely used methods

o Policy Gradient, Monte-Carlo estimator
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RL Overview

e On-policy RLis datainefficient

e Space for data reuse (improved data efficiency)-->off-policy RL
o Q-learning, actor-critic, soft actor-critic, etc.
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RL Overview

e Recommendation is a user-oriented task
o  Making ‘errors’is too expensive
m  On-policy learning could be infeasible
o  We hope that the agent can learn a good policy without affecting the real user experience
m  Learning from historical logged data
m  Off-policy methods learn from ‘own’ experiences
e Logged datais not controlled by the agent
e  Still needs plenty of new online interactions



RL Overview

e Offline RL is pure ‘off-policy’
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RL Overview

e Anexpected RL-based recommendation learning approach
o  Offline learning+online fine-tuning
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RL Overview

e Offline RL provides an acceptable starting point for RL-based recommendation
o  Offline RLis expected to overperform supervised learning (behaviour cloning)
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Challenge Analysis

e Offline RL vs Supervised Learning
o Sl trains a model that attains minimum supervised loss on data coming from the same distribution as the
training data

[ regression to training data

o  Offline RL is about making counterfactual inferences, i.e., “what if” questions.
m  what might happen if the agent were to carry out actions different from the training data
m if wewant the learned policy to perform better than the SL, we must execute ‘something new’
m  ‘Making new’ is not so easy....
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Challenge Analysis

e Distribution Shift kd
o RLobjective: maxE, . [R(7)], where R(T ny r(se, ay),
o Desired gradiente(using “log-trick”)

Em Vglog’/'rg( )]

o Estimated gradient (off-policy)

E@LR(T)VQ log 7o (7)]

There is the distribution discrepancy.



Challenge Analysis

e Lack of Rewards
o  RewardsissparseinRS
o  Lack of negative rewards

click purchase click click
L1:t {$17 L2,  eey Tt—1, SUt}

Q(sp, 1) = reward of click + max, Q(s1,a)

Q(s1,x2) = reward of purchase + max, Q(s2,a)

Q(s0,27) =? Q(s1,2,) =? ** no learning constraints **

argmaxQ(s,a) =7  ** fails to perform ranking **
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Inverse Propensity Score

e Explicitly correct the distribution discrepancy
o  Trade-off between bias and variance
o  Smoothing and Cliping
o Estimation of behavior policy

dy (st) o 0 (atlst)

VoI — ,a;)R:; Vgl , =
0J (p) Z (st ar)Rt Vg log mg(7) w (s, az) df(st) Barlsn)

se~dP (),ai~B(-|st)

[1]Chen, Minmin, et al. "Top-k off-policy correction for a REINFORCE recommender system." Proceedings of the Twelfth ACM International
Conference on Web Search and Data Mining. 2019.
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Batch Constrained Q-learning

e Explicitly restrict the action space to the logged data
o  through asupervised generative model

. i i Algorithm 1 Batch Constrained Q-Learning

o allow eproratlons inatrust region 1. Input: Batch data B, horizon T, target network update rate 7, mini-batch
size N, threshold 7.
2. Initialize Q-networks Qg, generative model G,, (trained in a standard super-
vised learning fashion, with a cross-entropy loss) and target networks Qg-,with
0« 6.
3. fort=1toT do
4. Sample mini-batch M of N transitions (s, a,r,s’) from B
5. a4 =argmax g, (a)s) . Qo (s',a)

mazy G (als’)

. 0 < argming E(s,a,r,s’)GM L (r+7Qe (s',0) — Qo (s,0))
- w4 argming — )5, 4yenr 108 Go (als)

. IftmodT=0: 0«86

. end for
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[2] Fujimoto, Scott, David Meger, and Doina Precup. "Off-policy deep reinforcement learning without exploration." International Conference on
Machine Learning. PMLR, 2019.
[3] Dynamic Personalized Pricing Using Batch Deep Reinforcement Learning: An Application to LiveStream Shopping,” DRL4IR 2020
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Self-Supervised RL

Cross-Entropy Loss —+ TD error updates

e Self-Supervised Q-learning y y
o  The Q-value estimator acts as a regularizer © 0-0 ®
o  Therecommendation is still generated from SL T
o  Ashared base model for knowledge transfer between SL and RL f f
f(se) Q(st, 1)

—

hidden state s;

Cross-Entropy loss provides ranking (negative) gradient signals
H Lson = Ls + L.
RL loss introduces desired reward settings and long-term perspective @ wm m @ m ma m

[4] Xin, Xin, et al. "Self-supervised reinforcement learning for recommender systems." Proceedings of the 43rd International ACM SIGIR
Conference on Research and Development in Information Retrieval. 2020.



Self-Supervised RL

actor critic
e Self-Supervised Actor-Critic CE x Q(s, a) + | TD error updates
o  SLastheactor T T
o  Q-learning output as the critic Sm) 9 9 O
o  Ashared base model for knowledge transfer between SL and RL ? stop gradient f
o  Stopgradient when Q-values are used as weights F(s) Qs,,00)

—

hidden state s;

xo 1 2 3 T4 Tr—1 Tt

[4] Xin, Xin, et al. "Self-supervised reinforcement learning for recommender systems." Proceedings of the 43rd International ACM SIGIR
Conference on Research and Development in Information Retrieval. 2020.



Self-Supervised RL

e Negative Sampling+RL
o  Supervised Negative Q-learning
o  Supervised Advantage Actor-Critic

Cross-Entropy Loss —+ TD error updates
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(a) SNQN architecture.

actor critic

CE x A(sy,af) w—i— TD error updates
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(b) SA2C architecture. CE is short for cross-entropy.



Outline

e Background and Motivation
e Research Challenges
e Offline RL for Recommendation

(@]

(@]
o
(@]

Inverse Propensity Score
Batch Constrained Q-learning
Self-Supervised RL
Uncertainty-Based RL



Uncertainty-Based RL

e Conservative Q-learning
o  we expect the uncertainty to be substantially larger for out-of-distribution actions
o introduce the uncertainty into Q-value estimation
o  Uncertainty can be defined as the difference between behavior policy and target policy

QF ! « arg ngn @ - (Esnp,a~uals) [Q(S; 2)] — Esup aniy(als) [Q(S; 2)])

1

+3 Brnwnn | (Q62) - 706, |

[5] Kumar, Aviral, et al. "Conservative g-learning for offline reinforcement learning." arXiv preprint arXiv:2006.04779 (2020).
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Self-Supervised Learning + RL

e SSL helps toimprove the representation learning
o Increase the data efficiency of RL
o  Enough offline data+powerful model— Decision Transformer

% % linear decoder

. causal transformer
L ] | ] ] emb. + pos. enc.
t'1 @t'l @t'l t @t @t
[ |

return state action

[6] Chen, Lili, et al. "Decision transformer: Reinforcement learning via sequence modeling." arXiv preprint arXiv:2106.01345 (2021).
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Model-Based Offline RL

e Model-Based RL

O O O

Learning a simulator from historical records
Data augmentation from simulated interactions
Distribution shift (bias) in the simulator
Debias of the simulator

m  Causalinference, disentangle learning
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Ensemble RL

Ensemble Q-learning for better exploration

Actions
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Conference on Machine Learning. PMLR, 2020

REM
[7] Agarwal, Rishabh, Dale Schuurmans, and Mohammad Norouzi. "An optimistic perspective on offline reinforcement learning." International



Ensemble RL

e Ensemble learning+Uncertainty estimation
o  Exploitation and exploration trade-off: for good actions, we encourage exploitation; for bad actions, we
encourage exploration (uncertainty estimation)
o  Sohow todetermine good or bad?
= 1.from data itself (observed reward)
m  2.fromthe comparison between different ensembled models

State
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o  Self- Supervised Learning + RL
Model-Based offline RL
Ensemble RL
Online fine-tuning
Offline evaluation

o O O O
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Thanks for your listening!



