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Digital Advertising

• The total cost of digital 
advertising on world wide 
web is about $455.30 in 
2021. 
• Two major online ads
• real-time bidding (RTB)
• guaranteed display ads 

(GDAs)

• RTB
• an advertiser submits a bid in 

auctions happening in real 
time.

• GDAs
• an contract is signed to ensure 

a certain amount of ad 
impressions to be displayed to 
some targeted populations.



Allocating Guaranteed Display Ads

Static allocation optimization PID: proportional-integral-derivative Multi-agent Reinforcement Learning



Multi-agent Reinforcement Learning for GDAs

• Agent:each ad is with an allocation agent
• State: 𝒔𝒕𝒏 = 𝒘𝒏, 𝒄𝒕𝒏, 𝒍𝒕𝒏, 𝒂𝒕#𝟏𝒏

• 𝒘𝒏: presents the degree of resource 
shortage of the contract

• 𝒄𝒕𝒏: indicates the distance between current 
time and the expiration time of the 
contract.

• 𝒍𝒕𝒏: presents the ratio of accumulated 
exposure divided by the demand until time 
step t

• Action: 𝒂𝒕𝒏 ∈ 𝟎, 𝟏 the ratio of displaying ad n.
• Reward Function: 



Hierarchical Multi-Agent 
Reinforcement Learning

• Hierarchical MARL
§ All the agent share one policy

§ Not Flexible
§ Each agent learns one policy

§ Parameter complexity is large
§ Our method: N agents share K policies

§ K << N



Hierarchical MARL for GDAs

• Manager Policy
• Chooses a sub-policy for each agent 

every V time steps.
• Sub-Policy
• Each ad uses the selected sub-policy to 

take an action to determine whether 
display the ad.  



Hierarchical MARL for GDAs

§ Choose a desired sub-policy for the 
agent based on interaction state and 
local state.

§ A multi-step transition probability 
function for the manager, which 
denotes the probability that action a 
causes the system to transform from 
state 𝒔𝒕𝒏 to state 𝒔𝒕%𝑽𝒏 in V time steps.

• Manager Policy

Υ = {1, 1 + 𝑉, 1 + 2𝑉,… , 1 + 𝑇/𝑉 }



Hierarchical MARL for GDAs

§ It’s goal is to give a display ratio to 
obtain the impression for the ad.

• Sub-Policy



Experiment Results
• Performance comparison on the three datasets with different 

periods for allocation of GDAs.
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Experiment Results
• Visualization Results
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